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Hypothesis: 

Reinforcement Learning along with reward functions, if applied to 
general software development will result in a multi-magnitude 

improvement in productivity, in reliability, in simplicity. 

Use video game AI as a proof.
Joe Booth 

2018



my goal today

Pt1 – taste of rl
Pt2 - Share research results 



Joe’s background



Softography 1986 to 2012

30+ Titles

24m Sales

$1b Revenue

10 AIAS & BAFTA 
nominations

Early Pioneer of Online / Social Play
Multi-genre: 

Sports, Shooters, Platform, Driving, 
Simulation, Kids

Multi-Disciplines: 
Production, Direction, Engineering  



Impact (Neuroscience) Augmented AI

Eric BrooksAnnie Duke Dave Lenowitz Dr Brock Eide Nils Lahr

rl Research



A taste of rl



The problem with learning rl

Prerequisites
• Probability, 
• Calculus, 
• Linear Algebra,
• Graphical Models
• CS Supervised Learning



Advice

Plus
• Podcasts
• Videos
• Skim read / re-read papers
• machinelearningmastery.com

• Build mental model - gist

• Do get hands on
• Recreate benchmarks (Classic 

Control, Atari, MuJoCo)

• Don’t waste time with online 
ml courses

https://machinelearningmastery.com/


Mental Model:

incompleteideas.n
et/book/the-
book.html

http://www.incompleteideas.net/book/the-book.html


Mental Model:

Environment = Pixels -> CNN
Compresses problem space

Actions
Left, Right, No-Op

Delayed Discounting
step reward += (step+1 reward *.98)

Experience Replay
1,000,000 buffer.
Random sample during training



Mental Model:

Exploration vs Exploitation
100% random to 2%

… naïve, 
• 100% for first 1m steps; reduce until 2%

…on dyslexia and automaticity
• Prof Rod Nicolson
• n * sqrt(n)
• 100 = 1,000 repetitions
• 900 = 27,000 repetitions



Algorithms vs Frameworks

DQN (Torch)

DeepMind Lab

PySC2 – StarCraft 2

Baselines
(A2C, ACER, ACKTR, DDPG, DQN, GAIL, 

HER, PPO, TRPO)

ML Agents
(PPO, Behavioral Cloning)

OpenAI Gym 
(Classic Control, Atari, MuJoCo, Toy 
text,  Algorithms, Box2d, Robotics)

OpenAI Universe
(GTA, FlashGames, Browser)

Unity Game Engine
(10+ sample environments)



Hands on: Linear regression example

• Took high-cost function
• Recorded tons of data
• Trained offline
• Swapped function for 

model
• Compare with function



Analog (Baselines + Unity)

Takeaway
Baselines not really modular, has 

bugs, hard to maintain
Structure really helps me



publishing results
#1 rl locomotion:
Reproducing MuJoCo benchmarks in a modern, commercial game /physics 
engine 



rl locomotion: abstract

GDC 2015
Designing with Physics:
by Bennett Foddy



rl locomotion: method
Architecture
• Analog

• Game Engine: Unity + PhysX (same physics engine as 
Unreal)

• Python: OpenAI.Gym + Baselines 

Algorithms
• ACKTOR (OpenAI Baselines)

• Modified: Continuous Features / Continuous Features

• DDPG + Param noise (OpenAI Baselines)
• Modified: fix bugs

Phases
1. Naïve attempts – ACKTOR

• Simple Worm
• MuJoCo Importer: OpenAI Ant

2. Structured - DDPG
• Reward Function: OpenAI Gym, OpenAI Roboschool
• MuJoCo Importer: OpenAI Hopper, Walker2d, Humanoid

3. More Structure
• Refactored to use Customizable Joints (based on paper)
• … Note: Broke Humanoid
• Reward Function: DeepMind Paper
• MuJoCo Importer: DeepMind Walker (add sensors)

4. Comparisons
• Side by Side with OpenAI’s MuJoCo



rl locomotion: results – Phase #1

Phase #1

• Naïve attempts – ACKTOR

Reward Function

• Score = x velocity

No Termination Function

Scope - Ant 

• 44 Experiments, 

• 133 runs, 

• 86,562,000 steps, 

• ~90 clock hrs



rl locomotion: results – Phase #2
Phase #3
• Structured - DDPG 



rl locomotion: results – Phase #3



rl locomotion: results – Phase #4

Side by side comparison 
• Training time ~5 %
• Training steps ~ 10%
• Style – different (i.e. they learned differently)



rl locomotion: conclusion
Outcomes
• Reproduced Hopper + Walker
• I Expect DeepMind results are reproducible
• Worthy of more study
• Expect MuJoCo to always have an edge

Future work:
• Implement humanoid
• Implement Unity models 
• Implement learning from Mocap
• Mix learning from Mocap with reward
• Implement obstacles 
• Explore HER, Meta Learning, Learning a Hierarchy

Total Scope 
• 380 Experiments, 
• 1,149 runs, 
• 747,580,909 steps, 
• ~780 clock hrs



publishing results
#2 learning an advance control in 99 training steps



learning non-trivial control in 99 training steps
Abstract:

• Many computer science problems have far less dimensionality than the 
robotics or playing video games from pixel domains that 
Reinforcement Learning research focuses on. However, small dimensional 
problems can still propose complexity that would benefit from RL. In this work 
we show that applying grid search to hyper parameters and using modern 
Reinforcement Learning algorithms can dramatically reduce the learning steps 
required to master a non-tribal task.

Environment: 

• Modified Unity ‘Tanks’ tutorial where a ‘dumb' tank drives towards and then 
explodes on impact with the ‘rl’ tank. The score function is ‘if dumb destroyed 
then 100- number of shots fired.’

• The rl tank has two discrete actions (Null, Fire). The environment has 3 
properties (DumbDistance: dumb tank to rl tank), (LaunchForce: number of 
game frames that fire has been held), DumbDistanceSimple: dumb tank 
distance in cells). Note: ‘nstack' is a hyper-parameter to control the number of 
observation stacks (stacking previous n steps observations with current 
observation)

• In tanks, the fire power of the tank is determined by the length of time the 
user hold the fire button for. This gives us a non-trivial skill to learn. 

• .

Methods

• Custom development environment (Analog) bridges OpenAI Algorithms and 
Unity. Tested modified versions of OpenAI’s implementations of DQN and 
AKTOR (modified to work with Analog). Hyperparamerters number of layers, 
layer size, learning rate. 

• Manual nested grid search was used applying Andrew Ng best practice 
approach (.001, .003, .01, .03, .1, .3, 1, 3, 10, 30, etc)

• Scoring is the mean of 100 runs. Each experiment consisted of 3-7 sub-
experiments (meaning the score is the mean of 300-700 runs)

• .

Train AI to hold 
fire to shoot at 

distance?



Results:

A grid search of 2-8 hidden layers of a size of 3-6 gives a wide range of results varying between a low of 34% and a high 
of 91% with standard deviation of .19. There is no decreeable pattern to why one set performance better than another, 
for example, the total number of connections does seams irrelevant as the the lowest score of 34% (6x3) and highest 
91% (3x6) share the same number of connections. Increasing nstack to 4 (default is 3) improved the overall score to 
98.49%. Note: further exploration of nstack was done with no impactful results.

Reducing the number of training steps progressively from 5,000 to 1,500, 1,000, 500, 300, 150, 99 showed no loss in the 
learning rate.

.

Conclusions

• We have shown that modern algorithms such as ACKTOR can learn non-trivial, low demential, discrete tasks in 
very few steps when an aggressive search strategy is used to find the optimal network design and hyper-
paramaters. Further investigation into improvement over grid or random search would be welcome.

.

learning non-trivial control in 99 training steps
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Grid Search
• Num layers * layer size
• * num stacks

Search
• Num training steps



publishing results
#3 delayed feedback
The case for real time server side RL



delayed feedback :
Abstract:
• Publish today with python backend?
• Inspiration: Human visual reaction delay ~250ms
• Inspiration: Multiplayer games

Method
• Train at 20fps with 10 step delay

Results
• ~30% deprecation in learning time

Conclusion
• Not silver bullet
• Worth more investigation



Thank you
joe@joebooth.com


