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01 Background



Background

Smarter NPCs make a more immersive experience
《West World》

《Detroit: Become Human》

《Free Guy》

Ø Emotionally rich authentic voices

Ø Natural lip expressions and body movements

Ø Personalized conversations and interesting 

character stories 

Ø Human-like behavioral responses and plans

The key elements of intelligent NPCs

Ø A variety of diverse personality appearances



Background

AI-powered Role-playing NPCs

LLM

3D Avatar Speech&Animation

a beautiful blonde 
with green eyes and pink lips

NPC Behavior Unscripted dialogue 
& Story generation

Text to Lifelike Speech and
Animation

Behavior generation based on 
text description

Personalization of dialogue and story 
generation in line with character Settings



Background



02 HI System for NPCs



The framework of HI System for NPCs



Text Analysis Module

Emotional Labels （30+） Semantic Gesture Labels  （200+）

Positive
Negative
Ambiguous

Metaphorics
Iconics
Deictics
Emblems



Text Analysis Module

Task: Emotion Detection  

Task: Semantic Label Extraction for Gesture

Task: Textual colloquialism

Using GPT-3 API



Text to Speech Module

Textual colloquialism & Paralanguage

Original Text Colloquial Text

南方菜系偏爱蘸料，例如我第一
次去上海才知道烧烤里的蔬菜也

需要配蘸料
(Southern cuisine tends to favor 
dips and sauces. For example, it 
wasn't until I visited Shanghai 
for the first time that I realized 
vegetables in barbecue dishes 
also needed dipping sauce.)

嗯，南方菜系的话，超级偏爱用蘸料
啊什么的，就比如说我第一次呃，第
一次去上海的时候，才知道这个烧烤

里的蔬菜也得配着蘸料
（Well, when it comes to the 

southern cuisine, I really love to 
use dipping sauces, such as when 

I first went to Shanghai and 
realized that even the grilled 

vegetables should be paired with 
a dipping sauce.)

Original Optimization



Text to Speech Module

Emotion Tag From GPT-3

Praise

Disappoint

Surprise

Curious

Happy



Facial Animation Generation Module

Authenticity : Many In many jobs today, facial expressions are often mechanistically 
programmed, leading to individuals with wooden and rigid faces lacking genuine 
emotional feedback.

Genelization: Different individuals have their unique ways of speaking, and even the 
same parameters applied to facial models of people with different appearances can 
result in diverse outcomes. 

Problem Define：

Challenge：

Little Data : The available data is scarce, and there is a significant shortage of 
accessible, synchronized datasets integrating speech and 3D models.



Facial Animation Generation Module

Method based on phoneme visual element 
mapping. The details are not natural, hard to adjust, 
dependent on ASR and art resources;

Methods based on LIP&JAW. On one hand, solving 
the phenomenon of collaborative pronunciation 
mainly depends on several rules defined by 
humans, which is neither complete nor systematic. 
On the other hand, the "style" of speaking requires 
a lot of artistic manual adjustment, which is not 
conducive to the highly automated workflow 
needed for large-scale dialogues.

An end-to-end approach based on deep learning. 
But high-precision large-scale data acquisition is 
also a pain point for this solution.

Research history:



Facial Animation Generation Module

IPA Feature

Transformer Network

Emotion label

Emotional 3D Facial Animation

Text: Use ChatGPT for 
Text-Based RPG

HUBERT Feature
Volume

Beat



Facial Animation Generation Module

Neutral Doubt

Happy Sad

IPA Feature

Transformer Network

Emotion label

Emotional 3D Facial Animation

Text: Use ChatGPT for 
Text-Based RPG

HUBERT Feature
Volume

Beat



Body Motion Generation Module

Strong semantic correlation. Gestures are often used to explain the meaning of 
speech (such as marking a number with your hand), but the term "semantics" 
covers a wide range of things.

Polysemy. We can often use different gestures to reasonably express the same 
sentence.

Complex rhythmic structure. The prosodic structure of spontaneous gestures in 
human speech is complex and has not been strictly studied in linguistics.

Problem Define：

Challenge：



Body Motion Generation Module

From 1992 to 2005, a rule-based approach was adopted. 
Explicit mapping rules bring interpretability, which is 
conducive to processing semantic gestures, but limited 
rules are difficult to cover all corner cases, and the 
threshold of expert knowledge is high.

From 2005 to 2015, the method was based on statistical 
model. Manual high cost local construction of gesture 
library;

From 2018 to now, an end-to-end approach based on 
deep learning. However, the unexplainability and 
uncontrollability brought by the "black box" of neural 
network bring challenges to how to ensure accurate 
generation of rhythmic gestures and semantic gestures.

Research history:



Rhythmic Motion Module

Body Motion Generation Module

HUBERT Feature
Volume

Beat

Co-speech

Style EncoderStyle

Semantic gesture Match

Text: That model is number one 

Motion
Decoder

Seed Gesture

That number one Model

Text
Encoder

AI-powerd Motion In-betweening

Representational  Gesture

Semantic Gesture Library

Motion Style-
Encoder

Speech 
Encoder

Semantic Analysis 
Module 



AI-powered Motion In-betweening Module

In-betweening Model



AI-powerd Motion In-betweening Module

A:UE;
B:NN Motionblend Fluency Stability

NN MotionBlend
Significantly better 

than UE

MotionBlend(3.96) 
> UE(2.67)

MotionBlend(4.13) 
> UE(3.67)

MOS: mean opinion score
5 points for full grading

original After optimization



Rhythmic Motion Module

(2) Rhythmic motion loss

(1) Rhythmic dynamics



Final Result



03 Application & Future



Game storyline Editor



Application



Application



The call of data by the system backend

Hourly request volume of full-body animation

Hourly request volume of  TTS

• Approximately 68 hours animation 
and speech a week

• Over 100 NPCS, multiple games

• It takes less than 800ms by one T4 
GPU to generate speech and compute 
full body animations for interactions 
that last between 10 and 20 seconds.



Future Work : More Natural Performance



Future Work : A More Intelligent Game Agent 

LLM

3D Avatar Speech&Animation NPC Behavior Unscripted dialogue 
& Story generation

Text to Lifelike Speech and
Animation

Behavior generation based on 
text description

AI-powered Role-playing NPCs

a beautiful blonde 
with green eyes and pink lips



Application

Thank You


